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Article

What Comes Before Report 
Writing? Attending to Clinical 
Reasoning and Thinking Errors  
in School Psychology

Gabrielle Wilcox1 and Meadow Schroeder1

Abstract
Psychoeducational assessment involves collecting, organizing, and interpreting a large amount of 
data from various sources. Drawing upon psychological and medical literature, we review two 
main approaches to clinical reasoning (deductive and inductive) and how they synergistically 
guide diagnostic decision-making. In addition, we discuss how the use of both mental shortcuts 
(i.e., heuristics) and cognitive biases, which we collectively refer to as thinking errors, can lead 
to errors in judgment when analyzing data. In particular, we highlight where and how common 
thinking errors may interfere with school psychologists’ reasoning throughout the assessment 
process. Last, we make suggestions on how to reduce errors in judgment and improve clinical 
reasoning skills by focusing on training, supported clinical practice, and personal strategies.
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Assessment comprises a significant portion of the work conducted by school psychologists 
whether they use a cognitive assessment or a Response to Intervention (RtI) model (Bramlett, 
Murphy, Johnson, Wallingsford, & Hall, 2002). A largely invisible process, clinical reasoning is 
iterative and involves the systematic testing of hypotheses through the collection, interpretation, 
and integration of clinical data; however, this process is not without challenges, and school psy-
chologists, like everyone, are prone to errors in their thinking. Consequently, we must be aware 
of how errors can affect our practice. In our experience and examination of the literature, school 
psychology training programs do not explicitly teach students clinical reasoning or how to moni-
tor themselves for thinking errors. This potentially leads to poor case conceptualization, which, 
in turn, leads to weak organization, diagnostic impressions, and recommendations in psychoedu-
cational reports. It is our opinion that developing and intentionally applying clinical reasoning 
will lead to a more informed understanding of student strengths, needs, and environmental con-
tributions as well as more competent practice.

Although some research on clinical reasoning in school psychology was conducted in the 
1990s (e.g., Davidow & Levinson, 1993; Kennedy, Willis, & Faust, 1997), the topic has since, 
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with limited exceptions, been neglected by the field (Lilienfeld, Ammirati, & David, 2012). 
Thus, we have drawn upon research from the medical field, which has recognized the importance 
of examining clinical reasoning in training and practice. Consequently, the field of school psy-
chology may benefit from examining the steps medical education research has taken in determin-
ing how best to teach and apply the process of clinical reasoning and to minimize bias. By 
examining medical research, we are not promoting the medical model. Rather, we recognize that 
both fields task professionals with making sense of a large quantity of information that clients 
disclose including biological, developmental, and social factors. The following sections outline 
types of clinical reasoning, describe how cognitive biases and misapplied heuristics potentially 
interfere with accurate assessment, and provide suggestions for how to improve clinical reason-
ing and decrease error.

Types of Reasoning

Broadly speaking, there are two types of clinical reasoning, deductive and inductive, utilized by 
both medical and psychology practitioners. Deductive reasoning follows the scientific method 
and involves systematic data collection to test hypotheses (Vertue & Haig, 2008). Deductive 
reasoning, though, has limitations when applied to psychological assessment. It is a time-inten-
sive process because information must be compared with each of the hypotheses being consid-
ered (Wolf, Gruppen, & Billi, 1988). However, due to time constraints or inaccessible information, 
psychologists regularly make decisions without all of the needed evidence.

In comparison, inductive reasoning is less systematic and overt, accommodating for incom-
plete data and subsequent uncertainty. It is a sophisticated pattern recognition process gained 
through the experience of repeatedly applying deductive reasoning to similar cases. Thus, what 
appears to be a gut decision during the diagnostic reasoning process is actually the application of 
rules learned through experience. By recalling similar cases and using mental shortcuts, induc-
tive reasoning places fewer demands on working memory and increases efficiency (Kassirer, 
Wong, & Kopelman, 2010; Norman, 2009).

Research suggests that reasoning evolves as practitioners develop clinical skills. Novice clini-
cians rely heavily on the time-intensive process of deductive reasoning because each case is 
unfamiliar (Thammasitboon & Cutrer, 2013) while proficient clinicians smoothly switch between 
both types of reasoning as needed (Balla, Heneghan, Glasziou, Thompson, & Balla, 2009); using 
inductive reasoning for routine cases and relying more heavily on deductive reasoning for unfa-
miliar cases (Brammer, 1997).

Heuristics, Cognitive Biases, and the Assessment Process

Heuristics are mental shortcuts, or rules of thumb, developed through experience. They are an 
integral aspect of inductive reasoning as they are a means to deal with unmanageable amounts of 
data efficiently and accurately (Norman & Eva, 2010). While they are often useful, if applied 
incorrectly, heuristics can lead to inappropriate diagnostic decisions. Heuristics differ from diag-
nostic criteria in that the latter are a set of symptoms clinicians use to form a diagnostic opinion, 
while heuristics are mental shortcuts that are not specific to diagnostic decision-making and can 
be applied broadly.

Cognitive biases, however, are errors in reasoning. While research on diagnostic accuracy in 
psychology is sparse, there is no reason to believe that psychologists are exempt from these errors. 
Ironically, an overarching bias is the bias blind spot or the belief that one is not prone to these 
biases (Lilienfeld et al., 2012). One aim of this article is to help clinicians recognize that we are all 
susceptible to thinking errors, which ultimately affect the assessment process. The following sec-
tion identifies cognitive biases and commonly misapplied heuristics, which we collectively refer 
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to as thinking errors, and how they could interfere with the psychoeducational assessment process. 
While some thinking errors fit into more than one category, they have been separated into the 
general stages of the assessment process to provide specific examples of where and how they 
could interfere (see Table 1).

Referral

Assessment typically begins with a referral question. Clinicians form initial hypotheses from the 
referral, which then influences how they gather and interpret additional information. When think-
ing errors occur at the beginning stage of assessment, subsequent data may be inadequately or 
inaccurately interpreted, potentially leading to inaccurate diagnostic conclusions (Graber, 
Franklin, & Gordon, 2005; Norman, 2009).

The anchoring heuristic and the framing effect are examples of thinking errors that may affect 
the initial stages of assessment. When misapplying the anchoring heuristic, clinicians fit new 
information into the initial hypothesis rather than considering the new information and adapting 
hypotheses (Dumont, 1993; McDermott, 1981). In other words, clinicians’ initial impressions act 
as an “anchor” for the data that follows. In one example, school psychologists were provided data 
and told that a student was referred for either giftedness or a learning disability (Davidow & 
Levinson, 1993). Although the assessment results were the same for both referrals, the psycholo-
gists rated the appropriateness of the current student placement differently depending on the 
referral information.

Furthermore, how information is presented (framing effect) influences decision-making 
(Kahneman, 2003). Whether the presented information focuses on how much could be gained or 
lost from a decision affects risk-taking propensity (Tversky & Kahneman, 1981). In a study of 
school psychology and educational administration doctoral students, participants picked safer 
(statistically more effective) choices when the number of students who would have a positive 
outcome from an intervention was identified. When the number of students who would have a 
negative outcome in spite of the intervention was highlighted, however, participants picked risk-
ier choices (statistically less effective; Fagley, Miller, & Jones, 1999).

Data Gathering

Within the data gathering stage, we discuss five potential thinking errors. First, confirmation bias 
is closely related to the theory of cognitive dissonance, suggesting that information which chal-
lenges our ideas makes us feel uncomfortable and causes us to search out information supporting 
our ideas to relieve that discomfort (Festinger, 1957). Confirmation bias is a particularly insidi-
ous problem as evidenced by the tendency to attend to the perceived strongest hypothesis and to 
recall more cases and studies that support underlying suppositions of that hypothesis (Nickerson, 
1998). Second, motivated skepticism, in which we over-analyze data incongruent with our views 
while uncritically accepting data that supports our views (Ditto & Lopez, 1992), is similar to 
confirmation bias. To illustrate, if clinicians hypothesize that a child has attention-deficit hyper-
activity disorder (ADHD), they would demonstrate confirmation bias if they focused on present-
ing symptoms exemplifying ADHD to the exclusion of contradictory evidence. In turn, clinicians 
engaging in motivated skepticism would over-analyze symptoms incongruent with ADHD.

The last three thinking errors noted at this stage relate to the amount of time spent gathering 
data. In search satisficing, clinicians view the initial information collected as adequately support-
ing their primary hypothesis, come to a diagnostic decision, and prematurely end the assessment 
(Lilienfeld et al., 2012). However, clinicians sometimes spend considerable time gathering data 
before a contradictory hypothesis emerges. Because of the time invested in investigating this 
hypothesis, clinicians might be reluctant to invest additional effort on ruling out the alternative 
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Table 1. Examples of Misapplied Heuristics and Cognitive Biases During the Assessment Process.

Stage Thinking error Definition Example

Referral Anchoring 
heuristic

Initial impressions influence 
how new information is 
weighed.

You receive a referral accompanied by a previous 
psychoeducational report. Although the student’s 
functioning has changed considerably since that 
time, your view of the student’s current functioning 
is influenced by the diagnostic conclusions in the 
previous report.

Framing effect Whether the problem is 
presented positively or 
negatively impacts risk-
taking in decision-making 
process.

A teacher referring a student for behavioral 
problems confides concern that the student will be 
expelled from school without supports afforded by 
individualized programming, which influences your 
interpretation of the data.

Data 
gathering

Confirmation 
bias

Seeking out information 
that confirms our 
hypothesis.

You hypothesize that a child has ADHD and focus 
your assessment looking for symptoms of ADHD.

Motivated 
skepticism

Closely examining data that 
is contrary to our favored 
hypothesis.

You hypothesize that a student has a learning 
disability, but the parent thinks that there is a poor 
fit with the teacher. You look very carefully at the 
classroom with a focus on evidence of a positive fit.

Search 
satisficing

Ending the hypothesis 
testing and data-gathering 
process after an initial 
decision is made.

Your hypothesis makes sense and the initial data fits, 
so you do not do more assessment to rule out 
other hypotheses.

Sunk costs The more time, effort, and 
assessment we invest in 
a decision, the more we 
hold onto it.

You have conducted assessments over 3 days and 
have formulated an initial diagnosis and conclusion. 
A colleague suggests another, contradictory 
hypothesis, and you dismiss it.

Data analysis Availability 
heuristic

The easier it is to recall a 
similar case means that it 
is more probable.

You assessed a memorable student with symptoms 
of anxiety who was abused, and you actively look 
for abuse with other students who have symptoms 
of anxiety.

Representative 
bias

Determining probability of 
a problem based upon 
similarity to a prototype.

You conceptualize students with suicidal behaviors 
to have a specific group of characteristics, resulting 
in incorrectly considering some students and not 
others for treatment.

Decision-
making

Inconsistency Applying decision rules 
differently in different 
cases.

You determine that a student eligible for services, even 
though the evidence is equivocal, because the parents 
are threatening a Due Process hearing.

Belief 
perseverance

Continuing to hold a 
decision in spite of 
contradictory evidence.

A student was referred for a learning disability, and 
the work samples the teacher gave you support 
this. Although assessment data suggest adequate 
academic skills, you continue to believe that the 
student has a learning disability.

Fundamental 
attribution 
error

Determining that the client’s 
problems are due to 
internal, character flaws.

You ignore the impact of homelessness on academic 
performance and determine that this student has a 
learning disability.

Overconfidence 
bias

Confidence in our decisions 
even when we are wrong.

You rate your level of confidence as high in spite of 
the fact that the eligibility decision was incorrect.

Base-rate 
neglect

Ignoring prevalence rates. You do not realize that it is not likely for all three 
students you categorized as Intellectually Disabled in 
the same grade to actually fit that category because 
prevalence rates are not that high.

Throughout 
assessment

Affect/visceral 
bias

Impact of emotional state 
(positive or negative) on 
decisions.

You have a strong negative emotional response to 
a student, which affects your interpretation of the 
data.

Bias blind spot The belief that one is not 
prone to the biases that 
others are prone to.

You recognize that school psychologists are prone to 
biases but believe that these biases do not impact 
your decision-making.
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hypothesis (sunk costs; Croskerry, 2003b). Finally, choosing among competing hypotheses too 
early in the process, or premature closure, is another common diagnostic error due, in part, to 
failing to consider reasonable alternative hypotheses (Graber et al., 2005).

Data Analysis

When clinicians analyze data, they should consider their susceptibility to misapply two heuris-
tics. The availability heuristic is the tendency to consider a diagnosis because it is easy to recall 
a similar case (Bordage, 1998; Davidow & Levinson, 1993; Elstein & Schwarz, 2002). Clinicians 
might, for instance, have a memorable case of a child diagnosed with anxiety who was also 
abused. In subsequent cases of anxiety, clinicians may actively look for symptoms of abuse. 
Relatedly, the representative heuristic, when misapplied, leads to overestimating the probability 
of a particular diagnosis by comparing the case to a prototype case. Clinicians may consider a 
diagnosis for some students based on prototypical characteristics (e.g., students who are non-
compliant have Oppositional Defiant Disorder) while overlooking other symptoms that might 
indicate an alternative diagnosis.

Decision-Making

Decision-making is perhaps the most vulnerable stage to cognitive biases. Fundamental attribu-
tion error is a cognitive bias whereby individuals credit their own negative behavior to external 
circumstances and others’ negative behavior to personal characteristics (Aldeman & Taylor, 
1979). Clinicians must be aware of this bias as they attempt to determine the etiology of aca-
demic and behavioral challenges. Clinicians must also consider possible attribution error when 
interpreting teacher ratings and reports of student behavior, as this may impact their perceptions 
of the underlying causes of student behavior (Aldeman & Taylor, 1979). Affect bias, which is the 
impact of emotional state (positive or negative) on one’s reasoning, may result in visceral reac-
tions, interfering with clinical judgment (Garb, 2005). Combined, these two biases could have a 
compounding effect on clinical judgments.

To exacerbate the outcome of these biases, individuals also have a tendency to be overconfi-
dent in their decisions (overconfidence bias) and maintain high levels of confidence in spite of 
contradictory evidence (belief perseverance). Unfortunately, confidence does not guarantee pre-
cision, and research suggests that there may be an inverse relationship between confidence and 
diagnostic accuracy (Brammer, 1997; Dumont, 1993). For example, in medical case study sce-
narios, residents and physicians maintained a high level of confidence in their incorrect diagno-
ses even when given evidence supporting the correct diagnosis. Although medical practitioners 
readily acknowledged that diagnostic errors are frequent, they were reticent to acknowledge that 
they personally may have made diagnostic errors (e.g., blind spot; Berner & Graber, 2008).

While diagnostic inconsistency among jurisdictions poses a problem, school psychologists 
have also been found to inconsistently apply diagnostic criteria within their own practice (Davidow 
& Levinson, 1993; McDermott, 1981). In some cases, school psychologists feel compelled to 
adjust their diagnostic decision-making because of time limitations or pressure from parents and/
or administrators to make students eligible for academic supports or special services.

Failing to consider prevalence of a specific disorder leads to another thinking error: base-rate 
neglect. Some school psychologists may struggle with base-rate neglect, allowing other diagnos-
tic information to cloud their reasoning (Elstein & Schwarz, 2002; Garb, 2005; Kennedy et al., 
1997). For instance, if a student appears to fit the criteria for Developmental Coordination 
Disorder (DCD), as clinicians we need to seriously consider the possibility that our hypothesis is 
incorrect because of the low base rate for the disorder (1.8%; Lingman, Hunt, Golding, Jongmans, 
& Emond, 2009).
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These thinking errors affect how clinicians collect data, the amount collected, and the way in 
which the data are interpreted. School psychologists are often caught between the professional 
and ethical demands of completing evidence-based assessments that provide a clear picture of 
student strengths and needs to inform interventions and the bureaucratic demands of understaffed 
schools and high caseloads which encourage efficiency. As a result, professional pressures 
increase the vulnerability that school psychologists may make thinking errors in their clinical 
reasoning during assessments.

Suggestions to Improve Clinical Reasoning and Minimize 
Thinking Errors

Although the combination of education and experience often increases effective clinical reason-
ing, it is not guaranteed to do so. To increase the clinical reasoning skill of novice clinicians, it 
may be beneficial to intentionally teach school psychology students to use both deductive and 
inductive reasoning, how to determine when and how reasoning is likely to be subject to error, 
and how to prevent those errors through didactic instruction, supported practice, and teaching 
self-regulation strategies (see Table 2; Norman, 2009).

Instruction

Instruction in clinical reasoning should be systematically integrated throughout the curriculum. 
When students transition into independent practice, they will have few opportunities to receive 
feedback about their effectiveness, and the feedback they receive will often be distal. Graduate 
school is an ideal time to provide clear, immediate feedback not only about students’ diagnostic 
accuracy but, more importantly, about their clinical reasoning: teaching students how to think like 
psychologists. The development of clinical reasoning skills can be supported during didactic 
instruction. First, when introducing clinical reasoning skills, instructors can initially focus on 
deductive reasoning through case studies while engaging in a think-aloud process, describing why 
some information is important and other information is not (Moulton, Regehr, Mylopoulos, & 
MacRae, 2007). For example, when reviewing background information in a case study, an instruc-
tor may suggest that the third-grade teacher’s report card comments of poor social skills is less 
meaningful because report card comments from three other teachers and parents all indicate age-
appropriate social skills. Throughout the reasoning process, instructors can discuss the potential 
impact of thinking errors as well as emotional and physical states on decision-making (Croskerry, 
2003a; Rencic, 2011; Thammasitboon & Cutrer, 2013). This requires instructors to find or create 
high-quality examples and case studies for students to gain meaningful experiences and start to 
notice patterns (Kassirer et al., 2010). Instructors can scaffold the learning process by initially 
organizing the data for students with clear explanations before slowly increasing expectations and 
student responsibility for judging the utility of information (Gruppen, Wolf, & Billi, 1991).

Second, experienced clinicians do not rely on deductive reasoning alone, and research has 
suggested that instruction in using both deductive and inductive reasoning increases diagnostic 
proficiency. In a study where undergraduate psychology students, ensuring their novice status, 
were taught to make diagnoses based on electrocardiograms (ECGs), students who were simply 
advised to use both deductive and inductive streams were more accurate in their diagnoses than 
those who did not receive this instruction (Eva, Hatala, LeBlanc, & Brooks, 2007). Students who 
used only inductive strategies overlooked important information; whereas those who used only 
analytic strategies were distracted by unusual data.

Not effectively balancing deductive and inductive reasoning can impact school psychologists’ 
practice. Exposing students to case studies throughout their training and providing supportive 
scaffolding will help students develop the pattern identification skills necessary for inductive 
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reasoning. While raising awareness about their thinking errors will help students to discern when 
to engage deductive reasoning. Finally, both providing students with the time needed to process 
information and creating simulations for complex cases that are rare in supported practice but are 
likely to trip them up, support the acquisition of clinical reasoning skills (Moulton et al., 2007; 
Rencic, 2011). For example, an initial meeting with a child with poor eye contact and a concern 
for when his mother would return might suggest a diagnosis of Autism to a school psychologist. 
However, other data may not fit with that hypothesis. An overreliance on inductive reasoning 
may lead to an inappropriate diagnosis of Autism. On the other hand, if the school psychologist 
only focused on the low language score without considering the child’s level of inattention due 
to anxiety about his mother’s absence and the fact that their home was recently burgled, the 
school psychologist may inaccurately conclude that he has a language disorder or an anxiety 
disorder.

Table 2. Teaching Clinical Reasoning Skills.

Instruction

Deductive reasoning Teach students how to apply deductive reasoning processes to 
psychoeducational assessment.

Use case studies to provide experience with the complexity of potential 
cases.

Scaffold the process:
Provide support in understanding how to reason through information by 

using think-aloud processes to identify what information is and is not 
important.

Initially organize the information for students using the case 
conceptualization format/process students are expected to use (Gruppen, 
Wolf, & Billi, 1991; Kassirer, Wong, & Kopelman, 2010; Moulton, Regehr, 
Mylopoulos, & MacRae, 2007).

Dual process reasoning Encourage students to look for similarities to previous cases (e.g., case 
studies, experience) while also carefully consider the data and other 
possible hypotheses (Eva, Hatala, LeBlanc, & Brooks, 2007).

Thinking errors Teach how thinking errors interfere with clinical reasoning.
Encourage students to identify potential thinking errors and what 

they can do to guard against them (Croskerry, 2003a; Rencic, 2011; 
Thammasitboon & Cutrer, 2013).

Feedback Focus feedback on the thinking processes rather than solely on the 
accuracy of diagnostic outcomes.

Supported practice

Support Provide prompt, clear feedback focusing on students’ underlying reasoning.
Remediate inaccurate assumptions.
Identify where students focused on less relevant information.
Identify and remediate knowledge deficits.
Encourage early hypothesis generation.
Help students determine when they need more information.
Ensure students have adequate time to think through the process (Pelaccia, 

Tardif, Triby, & Charlin, 2011).
Reflection Encourage students to write down evidence supporting and not supporting 

hypotheses, and expected symptoms that were not present.
Encourage students to list expected symptoms that were not present.
Encourage students to list alternative hypotheses and repeat the steps.
List hypotheses in order of strength (Mamede et al., 2012).
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Supported Practice

Supported practice (i.e., practica and internships) also promotes the transition from mainly 
deductive reasoning to effectively utilizing both types of reasoning. During feedback, prompting 
students to explicitly think through the processes underlying their initial intuitive responses is 
helpful for several reasons. It provides an opportunity for supervisors to point out and remediate 
inaccurate assumptions, to recognize where students focused on less relevant information, to 
identify knowledge deficits, to encourage students to make hypotheses early, to explain how they 
arrived at hypotheses, and to help students determine when additional information is needed 
(Pelaccia, Tardif, Triby, & Charlin, 2011).

Mamede et al. (2012) described a reflective process to improve diagnostic skills in medical 
students. Students wrote down the evidence supporting and opposing their hypothesized diagno-
sis as well as expected symptoms that were not present. Students then listed other possible 
hypotheses and repeated the previous steps for alternative hypotheses. Finally, the students listed 
the hypotheses in order of the strength of the supporting data to come to a final diagnostic conclu-
sion. Throughout this process, instructors should encourage graduate students to consider several 
hypotheses for every child they assess, testing each one, looking both for evidence supporting 
and disconfirming each hypothesis.

Avoiding Thinking Errors

The empirical support for specific strategies to reduce thinking errors in clinical reasoning is 
limited; however, there are some general guidelines and suggestions. Awareness of thinking 
errors and their impact on reasoning is an important first step in minimizing their impact. We can 
increase reflective awareness of our susceptibility to thinking errors, including states that impact 
our reasoning (e.g., fatigue, hunger, stress, time constraints, etc.). Reflectiveness can also pro-
mote intentionally slowing down during diagnostic decision-making. These steps may decrease 
the impact of blind spots by acknowledging our fallibility as human decision makers. Second, 
considering alternative hypotheses through looking for disconfirming evidence, seeking out 
advice from peers with different thoughts, or consulting with specialists may reveal the impor-
tance of information we have overlooked. Third, having a structured process for collecting and 
organizing data, which includes searching out disconfirming data and systematically testing mul-
tiple hypotheses may decrease thinking errors related to emotional attachment to one hypothesis 
and increase the likelihood that one will consider the most parsimonious diagnosis or educational 
classification (Croskerry, 2003a; Croskerry, Singhal, & Mamede, 2013; Pelaccia et al., 2011). 
Fourth, quantifying data using multiple sources, while attending to base rates, will strengthen 
confidence in the efficacy of diagnostic conclusions (Lilienfeld et al., 2012).

Summary and Conclusion

The practice of school psychology and medicine differ in substantive ways; however, there are 
parallels in the clinical reasoning process. Clinicians in both professions are subject to cognitive 
limitations that interfere with effectively monitoring application of heuristics. School psycholo-
gists need to be aware of potential thinking errors that can lead them astray during assessments. 
Tallent (1993) argued that many of the complaints about poorly written reports stem from weak 
diagnostic skills rather than poor writing skills per se; consequently, increased clinical reasoning 
skills and attention to thinking errors, may result in more meaningful psychoeducational reports 
in which clinicians clearly delineate their clinical reasoning to substantiate their diagnostic con-
clusions. Within the current psychology literature, however, prevalence of specific thinking 
errors is unknown.
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Even less is known about best practices in teaching clinical reasoning in school psychology. 
Additional research is needed to determine how best to teach and apply the process of clinical 
reasoning and to minimize bias in school psychology assessment. We have listed some strategies 
for both teaching clinical reasoning and combating thinking errors from medical literature, but 
few of these strategies have been researched in the context of school psychology practice. By 
identifying ways school psychologists can incorporate clinical reasoning and awareness of think-
ing errors into their practice, we aim to increase intentional application of clinical reasoning and, 
thus, the utility of assessment reports and, ultimately, positive outcomes for students.
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